Shear Stress-Shear Strain Error prediction

We begin by importing the libraries and reading the stress-strain dataset using regex.
The relationship of shear stress and shear strain follows the equation :
 
τc = τc0 +( τs - τc0 ) (1 - exp((1- θ0 * γ)/τs)) + θ∞γ
where τc0 is critical resolved shear stress, τs is saturation stress, θ0 is initial hardening modulus, θ∞
 is a remaining hardening modulus and γ is shear strain.

The curve obtained from plotting the the data points given in text file is as follows:
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The range within which we generated values of the parameters are as follows:

 θ∞   from 11.557064283718576 to 99.84729348962728
 
τc0  from 8.761240303245543e-05 to 89.55513609453024
  τs   from 52.432747351600  to  148.10915629466336
θ0  from 51.215570416641405 to 927.0565385810537
  
Then we generated τc0,τs,θ0 and θ∞   and calculated MAE for each case. Then we trained our ML model on these parameters such that for a given set of parameters it outputs the expected MAE.
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Then the set of parameters with least MAE is selected whose curve when plotted against the plotted data points is as shown:

[image: ]
And the parameters for the given best fitting curve are as follows:
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Now we split our dataset into train and test set, use standard scaler for normalization and apply different machine learning models on our train dataset.
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After applying several models, their results are as following:

Linear Regression:
Mean squared error from linear regression: 37.482442003716514
Mean absolute error from linear regression: 4.436266667266614
r2 score for linear regression model is 0.8808191194297564

Decision Tree:

Mean squared error using decision tree: 8.813916945661842092
Mean absolute error using decision tree: ©.07476296920441791
r2 score for decision tree model is 8.9999557498454154

KNN:

Mean squared error using K nearest neighbours: ©.850521757453128334
Mean absolute error using K nearest neighbours: 8.15127631665930227
r2 score for K nearest neighbours is 8.9998393587178599

Ridge:
Mean squared error using Ridge Regression: 37.48244196143444
Mean absolute error using Ridge Regression: 4.436267876815217
r2 score for Ridge Regression is ©.8868191195641984

Lasso:

Mean squared error using Lasso Regression: 41.48988833595265
Mean absolute error using Lasso Regression: 4.985486951544222
r2 score for Lasso Regression is 0.8680768604631037

Polynomial (deg 2) with Ridge:
Mean squared error using Ridge with polynomial regression: 14.295746442832806
Mean absolute error using Ridge with polynomial regression: 2.440444976514224
r2 score for Polynomial Regression is .9545713776597974

ANN:

Mean squared error using Artificial Neural Network: ©.8805506258678938491
Mean absolute error using Artificial Neural Network: 8.81725825653635755
r2 score for ANN is 8.9999982511126873
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